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Introduction  
 
South Africa, and the region, has embarked on a necessary journey to transform our society and 

economy, and related institutions, in a just and equitable manner; thereby addressing the 

challenges that we face in meeting the sustainable development goals set out by the United 

Nations ð to end poverty, protect the planet, and ensure prosperity for all. For the goals to be 

reached, all actors need to do their part: government, the private sector, and civil society. 

However, such a transition involves complex mechanisms, with (potentially) unforeseen 

outcomes, which complicates policy - and decision-making processes. It is here that system 

dynamics can play a vital role to facilitate stakeholder engagement, and inform such processes.  

 

The South Africa System Dynamics (SASD) Chapter of the International System Dynamics Society 

aims to promote collaboration and dialogue of a hig h quality, building bridges between different 

researchers in our community, and between research and its applications in society. This annual 

conference of the Chapter then sought to explore how system dynamics is, and has been, applied 

in various contexts , and for different purposes; to enable just transitions, as described by Swilling 

and Annecke (2012): òéthere should be little doubt that imagining and implementing more 

sustainable futures is the greatest challenge that our generation faces. To do this w e not only 

need new ways of thinking, but we need to understand the history of patterns of thinking that 

fail to appreciate the evolutionary significance of our incontrovertible dependence on other 

living species and nature in general ó. 

 

Hosted as a joint venture between the SASD Chapter and Eskom SOC, and assisted by local 

educational and corporate institutions, the annual System Dynamics Conference was begun as an 

initiative of the System Dynamics Centre of Expertise in Eskomõs Research, Testing and 

Development Business Unit. 2016 marks the 4th  annual Conference hosted by Stellenbosch 

University.  The Conference provided for  exciting and meaningful discussions, and to work towards 

establishing a rigorous network and community of system dynamics researchers and practitioners 

in South Africa, and the region. Our challenge is to make system dynamics, and its contribution, 

more visible to policy - and decision-makers. I look forward to our on -going, collective efforts to 

achieve this goal .  

 

Prof Alan Brent 

 

 

 

President ð SASD Chapter 
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1. A sustainability transitions approach for strategic integrated 

electricity planning in South Africa:  Towards overcoming policy 

resistance 
 

Lwandle Mqadi1, 2, Josephine Kaviti Musango3, Alan C. Brent4 
 

1Senior Specialist, Group Risk and Sustainability, Eskom Holdings, South Africa (Email: mqadil@eskom.co.za) 
2, 3School of Public Leadership; Centre for Renewable and Sustainable Energy Studies, uMAMA, Centre for Complex 
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4Department of Industrial Engineering; Centre for Renewable and Sustainable Energy Studies, uMAMA, Centre for 

Complex Systems in Transitions; Stellenbosch University, South Africa (Email: acb@sun.ac.za) 

 

 

INTRODUCTION  

Studies of complex problems often aim at understanding how transitions evolve over time. Such studies then 

generate explicit policy recommendations to support progressing sustainability transitions. Sustainability 

transitions policy studies create the space for short-term innovation, whilst developing long-term 

sustainability visions linked to desired societal transitions (Kern & Smith, 2008).  

 

The multi -level perspective and the transition management, governance-based framework, are the two 

dominant approaches utilised to study sustainability transitions. The multi-level perspective defines 

sustainability transitions as a co-evolution of niches,1 landscapes,2 and regimes3 that can be adopted to 

understand system innovations or transitions. Transition management was developed to address persistent, 

complex, structural problems unsolved by traditional short-term policy approaches, in systems such as: 

energy, water, and so forth. In addition, from a policy perspective, sustainability transition management 

policies are not meant to replace regular policies, but to complement them with a strategic, long-term 

procedural, governance and transformation approach aimed at structural change. However, the transition 

management framework and multi-level perspective approaches have continued to face policy resistance in 

practice. Policy resistance refers to a phenomenon that systems tend to defeat the policies that have been 

designed to improve them. This occurs when policy actions trigger feedback from the environment that 

undermines the policy and at times even intensifies the original problem (Kern & Smith, 2008; De Gooyert 

et al., 2016).  

 

For South Africa, the sustainability transitions agenda has been underway, as such policy tools, which include 

the Integrated Resources Plan (IRP), have been introduced to deal with the issue of coordination, alignment, 

carbon emissions, water management, long-term diversification and, of course, sustainability transitions for 

the electricity sector. However, the IRP has been facing a number of challenges, which can be attributed to 

                                                      

 
1A locus of radical innovation, new energy practices and technological innovations such as renewable energy technologies.  
2It refers to external factors such as clÉÍÁÔÅ ÃÈÁÎÇÅȟ ×ÈÉÃÈ ÉÎǨÕÅÎÃÅ ÔÈÅ ÄÅÖÅÌÏÐÍÅÎÔ ÏÆ ÔÈÅ ÅÎÅÒÇÙ ÓÙÓÔÅÍ ÂÕÔ ÁÒÅ ÂÅÙÏÎÄ ÔÈÅ 
control of regime. 
3A locus of established practices and associated rules that enable and constrain incumbent actors in relation to existing systems, 
e.g. the current fossilɀfuel-based energy regime  (Kern & Smith, 2008; Geels, 2014; De Gooyert et al., 2016) . 

mailto:mqadil@eskom.co.za
mailto:acb@sun.ac.za
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what is termed South Africaôs Minerals Energy Complex (MEC). Some of the MEC challenges that affect 

the strategic integrated electricity planning approach in South Africa, include:  

¶ Power of vested interests, including all the related rent-seeking issues.  

¶ The Eskom monopoly, its future role in the electricity sector, and in the long-term strategic integrated 

electricity plan.   

¶ Continued financialisation of the South African economy, its impacts on the affordability of electricity, 

and its impact on any equity-based transitions. 

¶ Coal mining as one of the key contributors to South Africaôs economy, and its future role in the 

electricity sector, especially its influence in the strategic integrated electricity plan.  

¶ Non-existence of an independent system operator for the electricity sector. 

¶ Emerging embedded generation factors (which will need to be dealt with through integrated grid 

planning). 

¶ Lack of strategic and integrated approaches for the water, agriculture and the electricity sectors, 

including other related sectors. 

¶ Lack of governance and decision-making in terms of the required upgrades and investments in South 

Africaôs electricity grid. 

¶ Lack of governance and transparency on the issue of the proposed nuclear fleet as an option for South 

Africa electricity sustainability transitions. 

¶ Lack of consideration of social and environmental impacts of the strategic integrated electricity plan.  

¶ Lack of discussion on affordable electricity cost and the cost-reflective tariff, which will consider all the 

externalities with respect to electricity production, and the role of the strategic integrated electricity 

plan in this regard (Mqadi et al., 2016). 

 

Therefore, the above mentioned MEC challenges and gaps in the current integrated electricity planning 

process have illustrated the need to rethink the current strategic electricity planning theory and practice, with 

South Africaôs IRP as a case study. A combination of the planning and complexity theory and practice 

approaches were reviewed, together with a transition management framework, as basis a for managing the 

transitioning of current persistent societal governance problems facing the IRP, grounded in South Africaôs 

MEC system. As such, a conceptual complexity-planning framework ï the sustainability transition 

management framework ï to ensure the alignment of different, competing, and complex sustainability policy 

objectives, within the electricity planning process, has been proposed (Mqadi et al., 2016). This paper focuses 

on this context by identifying and showing the feedback loops in which the IRP policy is embedded, and 

how the linear and open loop representation of the IRP policy lead to policy resistance; and how the proposed 

sustainability transition management framework attempts to solve the issue of policy resistance.  

 

METHOD  

An approach that explicitly addresses policy resistance and underlying feedback loops is system dynamics. 

System dynamics complements multi-perspectives and transition management, as it provides a holistic view 

and enables mapping out of the structure of the system responsible for policy resistance; thereby permitting 

policy-makers to identify high leverage points that support sustainability transitions. When various actors 

try to pull a system stock towards various goals, the result can be the policy resistance. In a ñpolicy 

resistanceò or ñýxes that failò scenario, any new policy, especially if it is ineffective, just pulls the stock 

further from the goals of other actors and produces additional resistance, with a result no one favours the 
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policy, but everyone expends considerable effort in maintaining the status quo. In this instance, despite 

efforts to introduce policy ñýxesò, the system remains intractably stuck, producing the same behaviour, 

referred to as the systemic trap or policy resistance. This system archetype has two feedback loops: one that 

is a balancing feedback loop of the corrective action or the fix, and the second being the reinforcing feedback 

loop representing the unintended consequences (Meadows & Wright, 2008, De Gooyert et al., 2016). The 

balancing and reinforcing feedback loops for the strategic integrated electricity planning approach, the IRP, 

is the focus of this paper and will be presented in maps of feedback structures (see Figures 1 and 2). 

 

RESULTS 

Figure 1 provides an illustration whereby the lack of alignment and coordination within strategic integrated 

electricity planning in South Africa has led to limited diversification and transitioning of the electricity 

sector. As a fix to the challenges, the South African government introduced the strategic IRP as a long-term 

policy tool or approach aimed at contributing to South Africaôs transitions agenda, whilst dealing with issues 

of alignment and coordination within the sector.  

 

The feedback loops interact in such a way that the desired result (i.e. the introduction of the IRP) initially 

produced by the balancing loop (B1) is, after some delay, negated and influenced by unintended consequences 

of the reinforcing loop (R1). As such, the change or increase of power invested interest and other MEC 

challenges facing the IRPôs implementation leads to limited or delayed IRP implementation; thus not solving 

the issues of diversification and sustainability transitions within this sector.  

 

 

 
Figure 1: Policy Resistance system archetype: South Africaôs IRP.   

 

According to Mqadi et al. (2016), South Africaôs integrated strategic electricity planning, the IRP, is 

recognised as a wicked problem, characterised by uncertainty, complexity, and normativity. Figure 2 thus 
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illustrates how the proposed sustainability transitions management framework is introduced as a ñfixò to this 

complex policy problem, which is already facing resistance in South Africa.   

 

 
Figure 2: Sub-system diagram: South Africaôs IRP challenges and the proposed sustainability transition 

management framework for long -term strategic integrated electricity planning in South Africa. 

 

The introduction of the sustainability transition management framework results in a self-correcting loop, 

thus counteracting change on the current MEC challenges (including change in the power of invested 

interests) with the aim to reduce resistance in the implementation of the IRP, resulting in somewhat aligned 

and coordinated strategic integrated planning in South Africa. This transition management framework 

attempts to manage diverse and varied constituencies, including their associated coalition interest groups, 

which have led to complex and persistent problems. It aims to embed itself within the existing IRP process 

and further provides an additional intervention, whereby through its governance process for the IRP, it 

promotes continued learning, interaction, integration, and experimentation on the level of society instead of 

policy alone. Independent facilitation of this transition management framework will also contribute to the 

success of the overall strategic IRP process. 

 

CONCLUSIONS 

The challenging nature of sustainability transitions needs to be recognised and accepted by decision-makers. 

Getting relevant actors to engage with the idea of transitions requires more integrated tools for understanding 

and guiding these complex societal processes, as well as the emergence of governance styles more suited to 

deal with the challenges at hand. This paper presents the initial sub-system diagram, based on a literature 

review, to identify feedback loops in which the IRP policy is embedded, including how a linear and open 

loop representation of the IRP policy lead to policy resistance. For further research a group model building 

approach, based on the actual views of and participation by various stakeholders, to construct a representation 

of the reality relevant for South Africaôs IRP policy approach, including the proposed governance-based 

sustainability transition management framework for strategic integrated electricity planning, is envisaged. 
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2. Air in urban areas ï a system dynamics approach to urbanisation 
 

Lize Duminy1, Josephine Kaviti Musango2 
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INTRODUCTION  

It is predicted that Africa and Asia will make up 85 to 90 percent of growth in urban population in the 

following four decades (AFDB, 2014). Additionally, nine of the fifteen fastest growing national economies 

in the world can be found in Africa (AFDB, 2014). An estimated 786 million new urban residents are 

expected in the continent of Africa by 2050 ï meaning that the African urban population is expected to 

exceed 1,2 billion (UNEP, 2012). With urbanisation comes pollution. Air pollution is the most severe 

pollution-type present in urban areas. This study summarises the dynamics of air pollution in Lisboa, 

Portugal, as a way of gaining insight into this complex issue. This is done in preparation for the impending 

spurt of air pollution policy design and regulation in new, emerging urban areas. The study is qualitative in 

nature and uses the system dynamics causal loop diagramming method to explain the interdependencies 

within the problem identified. 

 

PROBLEM STATEMENT  

According to Sturm, et al. (1997) road traffic is one of the most dominant sources of urban air pollution. 

Alvarenga & Meireles (2015, p. 73), Martins, et al. (2009), Borrego, et al. (2000) and Ferreira, et al. (2000) 

identify road traffic to be the primary source or air quality degradation in the Lisbon area, overtaking 

domestic heating and industrial activity. Secondary impacts of road traffic are noise pollution, as well as a 

negative impact on climate change (Alvarenga & Meireles, 2015, p. 73). According to Alvarenga & Meireles 

(2015, p. 73), the transport sector contributed approximately 41% of the national total emissions of nitrogen 

oxides (NOx) and in the order of 6% for emissions particulate matter (PM10 and PM2.5) in 2015. In recent 

years, Portugal has registered breaches in the stipulated goals for the two mentioned pollutants in Lisbon, 

resulting in significant impacts on population health (Martins, Cerqueira, Ferreira, Borrego, & Amorim, 

2009).  

 

According to Ferreira (Member of the National Council of Environment and Sustainable Development and 

assistant professor with the Department of Environmental Sciences and Engineering of the Faculdade de 

Ciências e Tecnologia da Universidade Nova de Lisboa, 2016) the major contributors to air pollution in cities 

are old taxis, old cars, natural air pollution, the absence of weather conditions enabling air circulation, as 

well as imported air pollution from other cities and countries ï a side effect of good air circulation. These 

contributors are all shown in the causal loop diagram in Figure 1 
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Figure 1: Causal Loop Diagram of air quality in Lisbon 

 

Loop R1 and B2 of Figure represents the dynamic problem statement. The reinforcing loop, R1, has been the 

loop gaining the most attention from policy makers when the problem of air pollution was first identified 

(Ferreira F. C., 2016). R1 shows how air pollution degrades the air quality in the city, leading to health 

problems for the cities inhabitants. Health problems degrade the economic welfare of a city through both 

loss of productivity and an increase in healthcare costs (Alvarenga & Meireles, 2015). Lack of economic 

welfare leads to inhabitants not upgrading their old, environmentally unfriendly cars responsible for the 

majority of air pollution urban areas ï which ultimately results in long-term exposure to damaging air 

pollution. This means that the behaviour would reinforce itself if no intervention is implemented.   

 

The second problem-statement loop that did not gain that much attention during the initial analysis by policy 

makers (Ferreira F. C., 2016), balancing loop B2, shows the influence the economic climate has on the 

adoption of public transport ï ultimately reducing air pollution through reducing cars on the road. Loop B2 

shows how poor economic conditions can cause people to opt for public transport due to financial constraints, 

ultimately reducing the amount of air pollution as a side-effect (Alvarenga & Meireles, 2015). The reason 

that this loop lay mostly dormant for most of the study was due to the impact of the economic recession 

indicated by the exogenous variable, Global Economic Conditions, was present for most of the study. The 

increase in air pollution during the previous two years, after a long streak of year-on-year reductions in 

emissions, are attributed to the strengthening of the economy by some experts (Ferreira F. C., 2016). 

Improved economic prospects result in more people having the economic freedom to use either their own 

vehicles or taxis out of convenience.  
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POLICY DISCUSSIONS  

Ferreira, et al. (Air Quality Monitoring and Management in Lisbon, 2000) identified measures that could 

have a direct and immediate impact on vehicular behaviour in Lisbon. The measures are tabulated in Table 

1, with their corresponding causal loop translation, as well as variables most likely to influence the identified 

causal loop shown in Figure 1. A causal-oriented policy discussion follows in this section.    

 

Table 1: Measures that could impact vehicular behavior in Lisbon, Source: Ferreira, et al. 2000) 

Measures identified by Ferreira, et al. (Air Quality 

Monitoring and Management in Lisbon, 2000) 
Causal loop translation (see Figure) 

Improving traffic flow through signalling or 

guidance, removal of infrastructure bottlenecks, 

speed limits 

N/A ï beyond the scope of this study which 

focussing on broad policy discussions 

Reduce traffic in specified areas by parking 

restrictions, zoning/restricted access 
Loop B1 ï Regulations Restricting Old Cars 

Improve attractiveness of other modes such as public 

transport prioritization, promote cycling  
Loop R2 ï Variable: Cost of Public Transport 

Public transport improvement by extension of 

services, pricing measures (subsidized fares), and 

carpooling initiatives 

Loop R2 ï Variable: Cost of Parking in City 

Loop R2 & B4 ï Variable: Carpool and Self-

mobilising Incentive 

Road pricing: parking charges, cordon pricing - 

undifferentiated and time differentiated, and vehicle 

differentiated 

Loop R2 ï Variable: Cost of Parking in City 

 

The study classifies measures proposed by Ferreira, et al. (Air Quality Monitoring and Management in 

Lisbon, 2000) as influencing one of two leverage points in the causal loop diagram: Old Cars and Old Taxis. 

The leverage points are shown in green in Figure. Other variables identified that contribute to air pollution 

are in the hands of mother nature or other cities and countries. Due to the huge organised resistance from the 

taxi-industry, it was not politically feasible to include taxis in the first phase of policy implementation 

(Ferreira F. C., 2016) therefore, balancing loop B1, shows the only implemented policy aimed at reducing 

air pollution in Lisbon regulating the amount of Old Cars owned by private citizens in the city. A policy on 

limiting the old cars proved to be successful however, in later years it was found that some of the success 

was a side-effect of economic stagnation - shown by reinforcing loop R1 (Ferreira F. C., 2016).  

 

Future policy loops are shown in pink. The study recommends that the primary focus of future policy 

implementation is to regulate the taxi-industry, shown as the balancing loop, B3. The reason being that the 

leverage point, Old Taxis, would have the greatest impact on the state of the system. This means that the 

largest amount of policy research and effort should be assigned to determine the most effective and feasible 

plan to reduce the number of Old Taxis. The study does not recommend trying to bulldoze very strict 

regulations without taking the political and practical environment into account, but rather to maximize policy 

design resource allocation to focus on balancing loop, B3. The policy would have to be implemented over a 

long period of time, in incremental phases, to ensure political and implementation feasibility. The political 

sensitivity of this policy is highlighted by the fact that it is omitted by Ferreira, et al. (2000) as a measure 

altogether.   

 

A second future policy and/or incentive scheme being investigated aims at getting people to carpool, 

rideshare or take other self-mobilising action as discussed in Alvarenga & Meireles (2015) The effects of 
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such a policy is shown in loops R2 and B4, with focus on the variable Carpool and Self-mobilisation 

Incentive. The policy should reduce the number of cars on the road without adding pressure to the public 

transport infrastructure. Incentives should be adjusted relative to the air quality in real time. Examples of an 

existing initiative that inspires regular citizens to take action themselves in a different city is TreeWiFi: an 

initiative that supplies the citizens of Amsterdam with free wifi when the levels of air pollution are below a 

certain threshold (Treewifi, 2016).  

 

The final future policy is a call for improving the relative attractiveness of public transport as a means to 

incentivise usage (Alvarenga & Meireles, 2015) (Martins, Cerqueira, Ferreira, Borrego, & Amorim, 2009). 

This translates into a deeper understanding for the dynamics behind the balancing loop, B2, focussing on the 

variable Adoption of Public Transport. Factors currently counteracting the policy to reduce the number of 

cars on the road is the price of parking in the city relative to the price of public transport (Ferreira F. C., 

2016). The incentive to use public transport over cars is not big enough to convince the majority of the 

population to switch to public transport under current economic conditions. The study suggests policy makers 

to investigate the relative costs (in terms of money, travel time, as well as intangibles like convenience) as 

dynamic variables - the importance of which changes over time - of both public and private transport. The 

goal of the investigation would be a sustainable increase in Adoption of Public Transport. 

 

LIMITATIONS  

The greatest limitation of the study of air quality in Lisbon is the study time horizon (Ferreira F. C., 2016). 

The economic conditions throughout the time that air quality has been regulated and measured has remained 

relatively stable. As economic conditions change in future, dormant underlying problem structures may be 

activated.  

 

Additionally, since the purpose of this paper is to provide insights for other, mainly developing urban areas, 

it is important to note that the dynamics of a city with developing infrastructure may be different to the old 

city of Lisbon, whoôs downtown region, Baixa, was commissioned in 1755 as Europeôs first neoclassical 

urban planning projects (Go Lisbon, 2016). Many problems caused by obsolete architectural concepts can 

be avoided through modern pro-active city planning and therefore may not be experienced as severely, or at 

all. This limitation was managed by focussing on broad policy discussions rather than the implementation of 

traffic management related solutions. 

 

 

 

CONCLUSION  

This study shows key leverage points of air quality dynamics, focussing on policy design, in Lisbon, 

Portugal. This simple, aggregate causal loop diagram can be useful for planning of future cities when used 

as a case study, or during a facilitation process between stakeholders. Even though a study limitation 

acknowledges that an established, old city could not be directly compared to a new urban area, the case study 

could be of use when the main objective of the activity is communication brokerage between relevant 

stakeholders. Policies proposed by Ferreira, et al. (2000) is used as the basis for all policy discussion in the 

paper. The study discusses current and future policies regarding air quality in Lisbon: focussing on the 

amount of cars, taxis and public transport adoption rate.   
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This study can be an invaluable tool in assisting future policy makers to apply concurrent, complimentary 

policy implementation using a systems approach. 

 

Keywords: air quality, air quality policy design, system dynamics, urbanisation. 
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INTRODUCTION  

As South Africaôs (SA) peak electricity demand continues to exceed supply, Eskom, the National utility, has 

undertaken the construction of new electricity generation facilities as well as Demand Side Management 

(DSM) and Energy Efficiency programs.  Stable electricity supply is not only essential for sustaining the 

comfort and lifestyle of the population, but for ensuring continued and steady economic growth of the 

country.  

  

The Countryôs aim is not only to achieve economic growth, but to develop in a sustainable manner i.e. 

Economically, Socially and Environmentally.  Showing its support for environmental concerns, SA agreed 

to achieve 34% carbon emission reductions (below the established baseline) by 2020 and 42% reduction by 

2025 [1].   

 

DSM initiatives align with these goals by reducing demand to meet supply as opposed to increasing supply, 

which would naturally result in increased emissions. 

 

One of Eskomôs main concern in electricity supply, is the challenge of addressing peak demands.  A typical 

residential demand curve has a morning and evening peak as shown in Figure 1. 

 

 
Figure 1. Typical Residential Demand Curve [2] 
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DSM initiatives are not only designed to save energy, but to spread demand more evenly across the day by 

shifting the peaks to lower demand times.  This is called Load Shifting and serves to reduce the supply 

capacity required by Eskom as, in an ideal case, it would no longer have to deal with high peak demand 

times, but rather with a lower, steadier demand curve. 

 

SA enjoys an abundant supply of coal for electricity generation.  Mining of this coal is inexpensive and as 

such, the production and supply of electricity has been cheap.  Before recent price hikes, the general public 

has had access to very cheap power meaning that no real care had been taken to ensure the utilisation of 

electricity was efficient and economical.  Large potential for the reduction of electricity consumption 

therefore exists in the country.  

 

Residential Electricity usage accounts for around 18% of SA consumption [3] but for 35% of the peak usage 

[4], and of this, 40%-50% is used for water heating [3] either directly by a geyser or by other appliances such 

as Dish Washers or Washing Machines.  Residential water heating clearly represents an area of great potential 

for Load Shifting and Energy Efficiency projects. 

 

Eskom has acknowledged this potential by recognising two technology types, namely, Heat Pumps and Solar 

Water Heaters, and offering customers rebates for undertaking the installation of either one of these 

technologies through a recognised vendor.  Customers are aware that electricity prices are rapidly rising and 

seek to reduce their bills by reducing consumption.  The retrofit of a Heat Pump or Solar Water Heater system 

would prove beneficial to the customer in this regard, but both have high installation costs.  The rebate 

scheme serves as an incentive by reducing installation costs and thus removing the barrier to lower electricity 

consumption and monetary savings.  

 

A National utility would of course require some evidence that such a large capital outlay was achieving the 

desired effects.  Measurement and Verification (M&V) teams have been set up by Eskom and are based at 

most universityôs country wide. It is the mandate of these teams to measure and verify the energy savings 

and load shifting effects achieved by all Eskom DSM projects. 

 

METHOD  

 

Problem Statement 

There are various driving factors associated with Heat Pump systems including cold water inlet temperature 

and ambient air temperature.  Once these have been determined, the systemôs sensitivity to each driver may 

be calculated to ensure effective installations. 

 

Hot water usage profiles greatly affect the saving achieved by this technology.  Incorrect usage patterns on 

the part of the customer would negatively influence the time taken to effectively ñpay-backò the cost of the 

installation with savings on the electricity bill.  Incorrect assumptions of usage profiles on the part of the 

utility or the M&V teams would result in achieved savings falling well short of what was predicted, planned 

for and reported. 

 

As the role of M&V is to track savings, the average hot water usage profiles in SA as well as their effect on 

electricity consumption must be ascertained.   
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A System Dynamics simulation was constructed to investigate the effect of different hot water usage profiles 

on final electricity consumption given variations in ambient temperatures during the day and the effect these 

have on heat pump performance. 

 

Key Concepts 

Traditional Geysers are pressurized cylinders that utilise an electrical resistance element to heat water.  While 

the geyser is constantly connected to the electricity supply, the element is only switched on by the thermostat 

if the water temperature drops below the set point [4].   

 

As hot water is drawn from the geyser, cold water enters in the same amount.   

The energy required to heat water may be calculated by the basic equation 

Ὁ ά ὅz ЎzὝ  [Eqn 1] 

Where Ὁ  = Energy required to heat the water in J 

 ά  = Mass of water in kg 

 ὅ = Specific heat of water given as a constant 4,18 
Ȣ

  

 ЎὝ = Temperature difference of the cold water and the geyser set point in ᴈ 

 

The actual electrical energy used to heat water over a 24 hour period would be greater than the energy 

required to heat water used that day due to associated losses.  Losses include heat transferred from the hot 

water to the cooler ambient air through the geyser wall as well as through the plumbed pipes [5]. 

 

 

 

Standing losses to the environment are given by 

Ὧ ᶻ
Ўz

   [Eqn 2] 

Where Ὧ = Thermal conductivity of the geyser or pipe material in 
Ȣ

 

 ὗ = Heat flow rate in  

 ὸ = Time in ί 
 ὒ = Length normal to surface area (wall thickness) in ά 

 ὃ = Surface Area in ά  

 ЎὝ = Temperature difference between water and ambient air in ᴈ 

 

Stock Flow Feedback Structure 

A Stock flow feedback structure was developed in iSee Stella and is shown in Figure 1. Three separate stocks 

are used to capture geyser temperature, geyser energy and heat pump electrical consumption. In this structure, 

an assumption is made that there is ideal mixing of water in the geyser.  This assumption is incorrect since 

in actual fact geysers are designed so that striated temperature zones exist in the tank.  This means that hot 

water will drawn and new cold water entering wonôt suddenly cool the hot water.  The dynamics of modelling 

a fully striated geyser however is a complete thermodynamic study on its own so those complexities are 
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excluded here. Keeping account of the total energy loss due to hot water use and ambient temperature losses 

versus the total energy input to heat the geyser to its set point is a sufficient level of detail for this model. 

 

 
Figure 2. Heat Pump Model Structure 

 
User inputs on this model are shown in green and include the thermostat set point, occupancy of the home 

and whether the heat pump is in use or not.  The thermostat set point is limited and cannot be set below 54 

degrees Celsius.  Normal people only bath and shower at around 27 ï 30 degrees Celsius which requires an 

inefficient mixing of hot and cold water, but if the geyser is not heated to a high enough temperature, 

Legionaireôs disease could form in the tank. 
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All thermodynamic equations are captured in the flows and the ambient temperature is determined by a 

separate structure in which the user can specify the specific province where this ñhomeò is situated as this 

variable is geographically dependant. 

 

The heat pump Co-efficient of Performance (COP) is defined as a lookup table based on ambient temperature.  

In reality this value will vary between types of heat pump and the gas used in its operation, but at the time 

of developing this model that information was not available as verifiable data. 

 

The Thermostat variable keeps track of whether the system is currently in a heating or cooling state and heat 

energy can be provided through either a heat pump or a back-up element.  This element is necessary in real 

systems as a safety precaution since heat pump performance can vary based on ambient temperature and a 

specific set temperature is still required.  

 

CONCLUSIONS 

At this point no results are available for discussion due to difficulty in obtaining real data for hot water use 

in residential settings.  The intention is to expand the research to include the Residential Load Management 

(RLM) program undertaken by Eskom and M&V groups and attempt to leverage off data from those studies 

and projects. 

 

It is however clearly possible to utilise system dynamics modelling in this type of implementation and the 

scenario analysis options it provides will certainly be valuable.  

 

Keywords: Heat Pump, Domestic Water Heating, Electricity Efficiency, Demand Side Management 
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INTRODUCTION  

Global warming is no longer contested by many people and governments. What is at stake is how to deal 

with global warming given the other social and economic challenges that developing countries face. The 

South African government recognizes that the country is vulnerable to effects of climate change. As such, 

the government is taking conscious steps to reduce adverse effects to the environment emanating from 

domestic economic activities. Introduction of a carbon tax is one of the policy interventions that the South 

African government planned to introduce in 2013. The government wanted a buy-in, by all stakeholders, 

before implementation of the policy.   

 

The position of organized labour on the introduction of a carbon tax in South Africa has ranged from outright 

rejection of the tax to request for delay in its implementation until safe-guards on employment are put in 

place (Cosatu 2012). The paper analyses the potential impact of a carbon tax on employment in South Africa 

in the medium to long term, with the aim of establishing the validity of organized laboursô concerns on 

possible job losses.  

 

METHOD  

A Systems Dynamics (SD) approach is used. The approach choice was due to its usefulness in assessing the 

effects of policy interventions in a holistic way, taking into consideration feedback effects, time lags and 

non-linearity between key policy variables (Coyle 1996). 

 

The articulation of the carbon tax model for South Africa, has been based largely on a one-way causal model. 

It is assumed, for example, that the carbon tax will increase the cost of high emission production processes 

from the manufacturersô perspective, which will in turn, decrease their profits margins. The reduction in 

profit margins will force the manufacturers to change their production to low emission processes. In other 

words, there will be a one-way causal link from the carbon tax to low emission production and subsequently 

to a cleaner economy. On the consumer side, again, a one-way causal relationship between the carbon tax to 

low emission production is assumed. The causal relationship is via increase in prices of high emission 

products, substitution of high emission products with low emission products and the subsequent increase in 

demand of low emission products. Increased demand of low emission products motivate increase in their 

production. To facilitate the analysis, the thinking behind the carbon tax was captured as a system dynamics 

model. First as a qualitative, and later as quantitative model.  

 

South Africaôs carbon tax policy model re-articulated as a qualitative system dynamics model is presented 

in Figure 1.  

 

mailto:Kaggwam@satri.org.za
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Figure 1: Articulation of  the South Africaôs carbon tax policy as a qualitative system dynamics model  

 

To turn it into a quantitative simulation model, the qualitative model as presented in Figure 1 was 

reconstructed as a set of stock and flows. The effects of change in carbon tax policy parameters on 

employment were then simulated using input data from National Treasury and Statistics South Africa.   

 

RESULTS 

The articulation of South Africaôs carbon tax as a qualitative system dynamics model brings to the fore 

assumptions that may not necessarily be true and other omitted effects. These relate to a) cost of low emission 

technology, b) price substitution effect between low emission and high emission products, and c) relative 

competitiveness and employment in both the high and low emission sectors.  

 

Regarding the cost of low emission technology, the assumption that that low emission technology adoption 

and use comes at a cost equal or less than that of high emission technology is put into question. If the cost 

of low emission technology is higher than that of the high emission technology, then the adoption of the 

former will not necessarily lead to higher profits even after imposing a carbon tax.  Without the higher profits 

being anticipated, producers will have no motivation to adopt low emission technologies despite the 

existence of the carbon tax. To the extent that low emission technology in South Africa is more expensive 

than the high emission technology, the assumed effect of the carbon tax motivating the adoption of low 

emission technologies will not happen. Subsequently, the anticipated increase in low emission production 

and increase in employment in low emission sectors will not take place too.  

 

The mental model behind the model does not take into account the price substitution effect between low 

emission and high emission products. Because of this, the models fail to recognize that increase in the 

demand of low emission products as a result of imposing a carbon tax on high emission products, will raise 

prices low emission products, according to the law of demand. If this happens, the causal link between the 

carbon tax, the low emission production and green job creation will no longer be applicable.   

 

Specific to competitiveness and employment, the carbon tax will increase the unit price of high emission 

products subsequently making the high emission sectors less competitive. To the extent that competitiveness 
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is a pre-requisite for sustainable employment, jobs will most likely be lost in the high emission sectors in the 

long run.  

 

The quantitative modelling, on the other hand, brings to the fore the aspect of relative prices of technologies. 

Model simulations indicate that the cost of high emission technologies relative to low emission technologies 

will be an important determinant to the switch to low carbon emission production. As long as high emission 

technologies remain lower than low emission technologies, the likelihood of the low emission sector creating 

enough jobs to replace the almost certain job losses in the high emission sector will be very low. 

 

In all, whereas job loss in the high emission sectors of the country, as a result of imposing a carbon tax, is 

almost certain, the job creation potential of the carbon tax in the low emission sector is doubtful and highly 

probable. This observation supports organized laboursô position that the introduction of the carbon tax should 

either be stopped or at least delayed until safeguards are put in place to mitigate its effect on local 

employment.  

 

CONCLUSIONS 

There are many factors that will influence the ultimate impact of the carbon tax on employment in the low 

emission and high emission sectors of the South African economy. After accounting for time lags and 

feedback effects using a system dynamics model, the scale of probability indicates that jobs will be lost in 

the high emission sectors of the South African economy if a carbon tax is introduced without employment 

safeguards. The job loss aspect is of major concern to the country since the high emission sectors, like the 

coal-energy generation, employ a significant number of citizens. The modelling exercise validates, to a 

reasonable extent, organized labour concerns on unconditional implementation of the carbon tax in the 

country despite being set at low levels. The tax has a potential to negatively affect competitiveness of firms 

in the long term. The potential job loss of the policy will not necessarily be a result of increase in the 

immediate operation costs of firms but rather from the loss of firmsô competitiveness in the long term.  

 

It is recommended that the implementation of the carbon tax in South Africa be put on hold until safe-guards 

to local employment are put in place. One of the safeguards it to ensure, beforehand, that local manufacturers 

have access to low-cost clean technology that does not substitute local labour force but supplements its 

efficiency. 

 

Keywords: Carbon tax, Employment, Emissions technologies, Trade Unions  

 

REFERENCES 

Cosatu, 2012, A carbon Tax for South Africa, Braamfontein, South Africa.  

Coyle, R.G., 1996, System Dynamics Modelling, Chapman & Hall: London.   

 

 

 

 

  



20 

 

5. Potential electricity futures for the City of Cape Town: a system 

dynamics approach 
 

Josephine Kaviti Musango1, Paul K Currie 2, Alan C Brent3
 

 
1,2 School of Public Leadership; Centre for Renewable and Sustainable Energy Studies, uMAMA Africa, Centre for 

Complex Systems in Transitions, Stellenbosch University, South Africa. (Email: 

josephine.musango@spl.sun.ac.za; paul.currie@spl.sun.ac.za) 
3Department of Industrial Engineering and Centre for Renewable and Sustainable Energy Studies, Stellenbosch 

University, South Africa. (Email: acb@sun.ac.za) 

 

 

INTRODUCTION  

The provision of electricity to urban populations in Africa is an immediate and future challenge (Swilling, 

2011; Pieterse, 2014). Continuing rapid urbanisation overwhelms the provision of electricity, particularly to 

the urban poor, who are mainly living in informal settlements, disconnected from electricity services. In 

examining the implication of urbanisation on electricity requirements, it is thus essential to not only evaluate 

electricity in technical terms, but also to consider the context of the social, political, economic and 

environmental system in which urbanisation is taking place (Bekker & Fourchard, 2013). This is 

conceptualised in Figure 1. 

 

 
Figure 1: Conceptual sub-systems for analysing implications of urbanisation on electricity provision in selected 

African cities Source: Developed by Authors 
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METHODS 

The models consist of four main sub-systems: Population; Economy; Electricity; and Technology option. 

Context-specific aspects of Cape Town were accounted in the models. This includes the type of dwelling, 

household and population sizes, electricity prices and perceptions of technology options. Scenarios 

developed for addressing energy security and sustainability, with local examples, are described in Table 1.  

 

Table 1: Scenarios developed and their description 

Scenario Description 

Business as usual The current electricity supply and requirement will prevail 

Localisation Localisation of electricity generation irrespective of technology 

in order to deal with capacity shortfall 

Renewable technologies Population without access to electricity to be powered with 

renewables 

Localisation and renewables Providing renewables to the population not connected to the grid 

and ensuring that new capacity is generated within city 

boundaries is renewable. 

 

 

PRELIMINARY RESULTS  

Preliminary business as usual results for the City of Cape Town show that access to electricity is dominant 

in formal dwelling households while this is lacking in the informal dwelling households, who are mainly the 

urban poor. This necessitates taking into account of the electricity requirements in these informal dwellings.  

 

Figure 2 and Figure 3 present the projected electricity use in formal and informal dwellings, categorised by 

household income profiles. Four income profiles were examined: low-income, middle income, high income 

and very high income. In the formal dwellings all these household income profiles prevails. However, the 

informal and traditional dwellings were assumed to only consist of low income households.  

 

The total electricity use in formal dwellings is expected to reach 7.2 million MWh in 2030, constituting 1.233 

million MWh in low income households; 2.515 million MWh in middle income households; 2.866 million 

MWh in high income households; and 578 900 MWh in very high income households (Figure 2). Electricity 

use in informal households is also projected to increase, reaching 178 800 MWh in 2030.  
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Figure 2: Simulation results: electricity use in formal dwelling by household income profile, Cape Town 

 

 

Figure 3: Simulation results: electricity use in informal dwelling, Cape Town 

 

Sensitivity and scenario analysis is expected to provide more insights on the electricity requirements in these 

environments. Next steps include extending these models to Accra, Lagos and Nairobi. While the simulation 

outputs are currently being tested and validated, the preliminary results already shows the importance of 
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accounting for the informal economy and establishing polices that are relevant to these environments, if the 

goal of Sustainable Energy for All (SE4A) is to be achieved. 
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INTRODUCTION  

Problem articulation is an important step that should be clearly defined in system dynamics modelling [1, 2].  

The purpose of the model should be established at the beginning of the modelling process. This extended 

abstract is based on system dynamics modelling of chlorine consumed at Eskom coal-f ired power plants. 

Information about the chlorine system at the power plant had to be rigorously researched and understood so 

that the boundary conditions could be identified and tabulated in a model boundary chart.  It was found that 

dosing chlorine gas or chlorine liquid to disinfect the filtered water and the sewage water, varied depended 

on the amount of residual chlorine measured in the outlet stream of water to be distributed.  This extended 

abstract will explain important considerations that are critical in the model development and which are 

usually overlooked in the problem articulation step.  Extensive data analysis informed the decision on 

determining the time frame of the simulator.  In the case of insufficient data, it was found that a reference 

mode could be constructed using the historical data to understand the pattern of behaviour of the chlorine 

consumption for the power plant [2, 3, and 4]. 

 

METHOD  

A system dynamics methodology was used to design the chlorine consumption system, using iSee STELLA 

software.  The objective of the simulator was to evaluate the future projections for chlorine gas usage as a 

function of raw water quality (which has an effect on the efficiency of the water pre-treatment processes). 

 

The key drivers affecting consumption of chlorine include, amongst others, the concentrations of the micro-

organisms and the inorganic matter in raw water [5, 6]. 

 

Chlorine gas dissolves in water to form hypochlorous and hydrochloric acid [6]. 

Cl2  + H2O = HOCl-+H +  + Cl-      (Reaction 1) 

The actual disinfection reaction is by the dissociation of hypochlorous agent [6]. 

HOCl= H+  + OCl- (free chlorine)      (Reaction 2) 

Subject matter experts on chlorine usage were consulted at the power stations to understand the underlying 

structures and system behaviour for chlorine usage.  A critical finding was that the amount of chlorine used 

to disinfect filtered water, should be adequate to ensure that there is free chlorine in the potable water stream.  

A causal loop diagram was thereafter constructed to ensure that the linkages between parameters (Figure 1) 

were understood.  A system architecture map (Figure 2) was also constructed and shows how the processes 

and variables interact from an overall, birds-eye perspective. 

mailto:ntsoanmm@eskom.co.za
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Figure 1: Causal loop diagram for chlorine usage at the power plant 

 

Balancing Loop B:  The larger the amount of chlorine used, the larger the concentration of organic matter 

and the specification of chlorine content in drinking water. The raw water quality limits the concentration of 

organic matter. The higher the amount of organic matter, the lower the measured residual chlorine in the 

potable water distribution pipes, which means that the amount of chlorine required to react with other species 

is reduced, which in turn means that less chlorine will be required for dosing. 

 

Balancing Loop R1:  The higher the amount of potable water consumed, the more the amount of potable 

water to be produced in the station.  The higher the amount of potable water is produced, the larger the 

amount of potable water can be consumed.  

 

Reinforcing Loop R2:  The lower the amount of potable water produced, the lesser the amount of chlorine 

that can be used, which means that there will be an increase in the amount of chlorine in storage.  The larger 

the amount of available chlorine, the lesser the chlorine orders to the station, which means that there will be 

a decrease in the amount potable water produced.  
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Figure 2: The system architecture map for chlorine usage 

 

The system architecture map (SAM) (Figure 2) shows that the concentration of the residual chlorine is an 

important input that must be determined, since the rate at which chlorine is dosed in the filtered water stream 

is highly dependent on whether the free chlorine specifications for potable water are met.   The amount of 

potable water produced is dependent on the amount of chlorine that can still be used in the process as well 

as the demand for potable water.  The raw water quality has an influence on the amount and the quality of 

the filtered water produced. Turbidity of the water to be disinfected has a critical impact on the processes 

because some micro-organisms can be shielded by the colloidal matter in water [5].  Hence the pre-treatment 

processes such as clarification and sand filtration should be effective.  

 

The initial model structure for the chlorine usage projections is shown in Figure 3. 

 

Figure 3: Illustration of the model structure that determines the consumption of chlorine 

 

RESULTS 

Some of the findings obtained when the problem articulation step is followed for the case study of chlorine 

consumption are as follows: 

¶ It is necessary to understand the processes that chlorine is used for such as the disinfection of sand 

filtered water or the disinfection of the sewage water in order to clearly define the problem statement. 
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¶ Constructing the behaviour over time based on historical patterns for chlorine consumption or 

chlorine deliveries for a power plant is necessary. 

¶ It is crucial to understand the problem that is to be modelled as well as the availability of the data 

that is required. 

¶ The modelling process requires validation and insights thus data gathering is critical for the 

development of the simulator.  

¶ Misinterpretation of the focus question when developing a system dynamics model can lead to results 

that are not useful. 

 

CONCLUSIONS 

It is therefore important to follow the problem articulation step to allow for realistic modelling using the 

system dynamics approach.  The required data has to be gathered and analyzed in order to be applied in the 

model structures.  The correct formulation of the problem articulation step will ensure that the rest of the 

modelling steps are implemented accordingly so that the value of the model is realized. 

 

Keywords: Chlorine usage, problem articulation, system dynamics, water treatment 
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INTRODUCTION  

The subject of weight loss makes many people apprehensive. They are either above or below their ideal 

weight and struggle to get to that point where they feel comfortable with their weight. In 2014, more than 

1.9 billion adults aged 18 years and older were overweight. Of these over 600 million adults were obese 

(WHO, 2014). There are various mechanisms to reach oneôs target weight with the vast majority selecting 

the fastest, most convenient option. 

 

Scientific and engineering principles (research and energy balances) were combined to develop a system 

dynamics simulator using iSee Stella software to create a logical, mathematical method to gain insights into 

the key variables that impact personal weight management and target weight attainment. A literature review 

on weight loss techniques and strategies was undertaken to determine the various approaches used to achieve 

oneôs personal weight goal (Girdwain, 2016). Weight loss experts from various fields were consulted and 

interviews were conducted with people who have commenced or completed their weight loss journeys. 

Through this process, the key principle to weight loss (or rather the ñsecret to weight lossò) became apparent, 

and surfaced as a simple energy balance equation: 

ὉὲὩὶὫώ ὶὥὸὩ ὭὲὉὲὩὶὫώ ὶὥὸὩ έόὸ      Equation 1 

Where: 

  is the accumulation of energy in the body. Energy rate in is the daily amount of food and drinks the body 

consumes. Energy rate out is the daily amount of energy used in the day to keep the body fully functioning 

and do the required work.  

 

If  is positive it would mean that the body has accumulated more energy and vice versa where a negative 

accumulation (  means that energy has left the body. The first major assumption that was made in this 

simulator was that the positive energy accumulation represented fat storage while the negative accumulation 

meant that the human body would convert the stored fat into kinetic energy and the body will lose fat. Factors 

such as metabolism and chemical barriers e.g. thyroid activity were excluded from the key driving forces 

influencing the human system. This simulator does not consider weight change due to the conversion of fatty 

tissue into muscle through exercise. 

 

A kilogram of fat stores is an equivalent of ~ 7 500 calories or 31 000 kJ (31 MJ) (Mayo Clinic, 2015). 

Hence, to lose 1 kg of fat, a person would need to have a negative accumulation of 7 500 calories which can 

be achieved in one of three ways: 

¶ Decreasing energy intake, or 

¶ Increasing energy expenditure or energy out, or  

mailto:dplooyjo@eskom.co.za
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¶ Simultaneously decreasing energy intake whilst also increasing energy out.  

 

The biological aspects are the ñphysical lawsò governing weight loss, but using these laws to the benefit of 

a person is very much dependent on human behavior. As the proverb for most things go ñIt is easier said than 

doneò, this is very true for weight loss. Motivation and subjective human perspective many times play a far 

greater role in the overall challenge of weight loss than just understanding the energy balance leading to 

weight loss. 

  

METHOD  

To understand the human system better, a causal loop diagram was constructed, shown in Figure 1. 

 
Figure 1: Causal loop diagram of weight loss system 

 

Loop B1 and B2 indicate the conventional activities undertaken to regulate weight. B1 shows that dieting 

would decrease weight and B2 shows that exercise would also decrease weight. Both these loops are 

balancing and would lead to a sustainable way to regulate weight as they ideally goal seek until the goal 

weight is achieved. 

 

Loops R1 and R2 include some factors which may influence individuals in not reaching their target weight.  

Loop R1 shows that as more exercise is done, more nutrients are required by the body, leading to overeating 

(Sifferlin, 2014). This means the calories burnt increase, but the calories consumed increase at a higher 

volume which leads to a net weight gain. This reinforcing loop shows why exercise does not work for some 

people. Loop R2 shows that when a person diets, they tend to become despondent about the ñcleanò food 

they are obliged to eat, since they are not always satiated or have to eliminate fvaourite/convenient food thus 
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driving negative emotion (Sifferlin, 2014).  This demotivation may result in the person giving in to 

temptation which may result in one or more cheat meals, thus destroying willpower which then means that 

they abandon their efforts. The fear of failing and their loss of faith in their willpower could result in an over 

over-eating which stimulate endorphins in the brain. The person will gain the weight they lost through diet 

and sometimes gain even more (Benson, 2016). This is usually referred to as a yo-yo diet (Benson, 2016) 

which promises dramatic weight loss by starving the person, but the person would pick up the weight again 

when they return to their ñnormalò routine (Webster, 2016). 

 

The ideal situation would then be an eating plan (not a diet) that does not rely too heavily on exercise, but 

would also allow consumption of healthier food than yo-yo diets, to avoid spiraling demotivation. 

 

To assist with a sustainable, personalized target weight plan, a system dynamics weight loss model was 

designed. The System Architecture Map (SAM) shown in Figure 2 gives insight into some aspects of the 

model structure and can assist with understanding the model. 

 

 

Figure 2: SAM of weight loss simulator 

 

The user selects the number of days of the week they exercise and provides a daily calorie limit. Using this 

information, together with the userôs height, age, gender and current weight, the simulator projects the userôs 

weight for the next year. The simulator time frame is a year with a weekly resolution. 

 

RESULTS 

The author used himself as the first subject to validate the structural design of the simulator. The authorôs 

initial weight was 88 kg, in January 2016, which was also his heaviest weight. The Body Mass Index was 

not used but the simulator calculated body fat percentage instead this was in excess of 30% and would be 

classified as obese (Petesoft, 2016) 
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The author then obtained historical reference data from his own inventory: From 2012 to 2013, he gained 

about 20 kg (from 65 kg to 85 kg). The scenario of his previous lifestyle (before he gained the weight) and 

then his lifestyle during the weight gain. Both these historical trends are used to validate the simulator and 

is illustrated in the scenarios shown in Figure 3. 

 

 

Figure 3: Historical validation  

 

The blue line shows the lifestyle before gaining weight. It is clear that the weight remains 65 kg throughout 

the year. Lifestyle decisions resulted in the scenario staying at that same weight. Two aspects in the lifestyle 

were then changed and resulted in the red line. This line shows that, according to the simulation, maintaining 

the new lifestyle would lead to a weight gain of 31 kg in a year. There were no medical conditions linked to 

the gain and it was attributed entirely to the chosen lifestyle. The two aspects the subject ceased to do in the 

second scenario, was exercising three times a week and fasting on Wednesdays, but the amount of food 

consumed between the scenarios was the same.  

 

This was the key leverage to unlocking the ideal combination of lifestyle solutions for the authorôs weight 

loss journey. The author then created his own plan and followed it diligently since he now understands that 

it is possible for him to lose weight and he has realistic goals based on the simulator. In the course of 6 

months, by applying the simulator findings to his life, he lost 20 kg (which resulted in a weight value which 

he was at 4 years earlier).  This weight loss values were then compared to the simulator projections, which 

can be seen in Figure 4. 
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Figure 4: Actual vs Simulator 

 

From Figure 4, it is clear that the simulator was very close to the actual progress of the author. There is an 

initial difference, as during the first few weeks, the person would lose more water weight than fat, which 

would result in higher ñweight lossesò. It should also be noted that the author could not always follow the 

new lifestyle 100% and that would explain why the actual weight loss is slightly erratic. This is a journey 

however. A journey seldom goes as planned with unexpected turns and unprepared challenges.  

 

Additional Scenarios: 

¶ Incorporating exercise routines 

¶ Managing calorie intake 

¶ Carb cycling 

¶ Eating fast food compared to home cooked meals. 

 

CONCLUSIONS 

In conclusion system dynamics can be used to learn about and design a weight loss journey. The author used 

the principles and guidance learned from the simulator and successfully lost 20 kg in 6 months. The process 

validated the simulator and showed the value of understanding a system. This understanding leads to being 

able to optimize the system and reach the goals previously thought to be unachievable. 

 

Keywords: System Dynamics, Weight Management, Journey 
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INTRODUCTION  

This paper models the economic burden of children suffering from stunting4 in Africa and measures the 

results against the optimism of the óAfrica Risingô narrative. While there have been multiple attempts to 

model the economic burden of stunting, the unique contribution of this paper is three-fold. First, we make 

use of System Dynamics Modelling, which examines system behavior and problem structures (Maani & 

Cavana, 2007), allowing the generation of scenarios based on this behaviour, instead of less adaptive, 

traditional, linear modeling. Second, we focus on Africa and the insufficient response to combating 

childhood stunting. Stunting in Africa has seen little reduction in prevalence since 1990, while other 

developing regions with consistent GDP growth have shown higher reduction rates (Hoddinott et al., 2013). 

Third, we challenge popular African development discourse by broadening the present agenda to include 

nutrition in the underlying modernisation hypothesis.  

 

METHODS 

The method follows system dynamics modeling processes to conceptualise the population-stunting-economy 

nexus using Vensim® software for the model. The model operates from 2000 to 2060, with a time step of 1 

year. The model consists of three submodels: Population, GDP and Productivity, and Likelihood of Stunting.  

¶ The population submodel shows the births, maturation, stunting and deaths of stunted and non-stunted 

populations, isolating the population of adults of working age, both stunted and non-stunted. These 

population stocks are used when discussing how the population contributes to GDP.  

¶ The GDP and productivity submodel compares the productivity levels of stunted and non-stunted 

working adults, and calculates the potential GDP growth rate that could be achieved should the 

population be entirely non-stunted.  

¶ The ólikelihood of stuntingô submodel determines the proportion of infants who would be defined as 

stunted after the first 1000 days (9 months in the womb and two years as an infant). The two 

contributing factors are the óproportion of women who are stuntedô, as there is a genetic component to 

stunting, and what we term óadequate 1000 day careô, which involves a number of interventions for 

                                                      

 
4 We recognise the multiple ethical issues of writing about children, stunting and the effects on individualsô 

lives and reducing its multifarious effects to economic growth. These considerations will be discussed in 

detail in the paper.  

mailto:annamarie1muller@gmail.com
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good nutrition, from breastfeeding, deworming, nutrient supplementation and feeding programmes. The 

relative importance of each of these nutrition interventions is not fully understood, so their dynamics 

are not incorporated into the model. Instead, the estimated cost of these interventions is multiplied by 

the number of pregnant women and infants in need of care, and the ratio of those with care and those 

without determines the proportion of women and infants with adequate care. The genetic component is 

weighted as of 20% importance to the likelihood of stunting, with 80% importance resting on nutrition 

interventions. This submodel also includes investment scenarios, which would be implemented at 2015: 

investing a chosen percentage of a countryôs GDP, investing a fixed annual amount, and investing the 

estimated required value for providing adequate 1000 day care per year. A choice also exists to focus 

investment in the UN identified ó21 high burdened African countries.ô  

 

The model makes use of subscripts, modelling the dynamics for 52 African nations. Data for each of these 

nations were sourced from the World Bank, UNICEF and the World Health Organisation, and population 

and GDP trends were validated by UN and African Development Bank projections respectively.  

 

Limitations of the model include varied availability and quality of data, the difficulty in projecting growth 

dynamics over extended periods of time, given the instabilities of the global economy. That said, the model 

does not claim accuracy, but rather aims to demonstrate the relative changes in population and GDP which 

would occur with direct investment in first 1000 day interventions. 

 

PRELIMINARY RESULTS  

Initial results of the model indicate that evidence-based investments in nutrition decrease the prevalence of 

stunting, and show increased economic productivity over time. The benefits of these programs are only felt 

over time. Due to genetic prevalence for stunting, stunting continues, (albeit at a much reduced rate) and is 

not eradicated by 2060, despite the highest investment. The total stunted population is shown in Figure 1. If 

the model were extended to 2100, it stunting is still not likely to be eradicated due to extended life 

expectancies and the genetic component of stunting.  

 
Figure 1: Change in Stunted Population over time, with highest investment in first 1000 day care. 
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However, with highest investment, the second Global Goal for Sustainable Development, which states a 

target of 40% reduced child (under 5 years) stunting by 2025 can be achieved and indeed exceeded: Figure 

2 shows the 60% reduction from 103 million stunted children in 2015 to 41.3 million in 2025.  

 

 
Figure 2: Change in Stunted Child Population over time, with highest investment in first 1000 day care. 

 

The effect of first 1000 day interventions on GDP is a slow shift (Figure 3), which becomes visible by 2036 

and shows an aggregate difference in 2060 of 151 trillion dollars from 136 trillion dollars, an increase of 9.1 

per cent.   

 

Figure 3: Changes in GDP over time, with highest investment in first 1000 day care. 
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The degree to which the above projections change is based primarily on three parameters: the relative 

importance of the genetic component in stunting, the relative level of productivity of stunted working adults, 

and the amount of investment in first 1000 day care over time. 

 

CONCLUSION 

Failure to account for childhood stunting in Afro-Optimistic projections of Africaôs development - as typified 

in the óAfrica Risingô discourse - causes significant overestimations of its growth potential. However, timely 

investments targeted at the 1000 day window of opportunity to combat stunting will have a major positive 

impact on Africa's economic growth potential. This model enables a high-level nuanced discussion on both 

indicators and intervention policies. This is important for identifying and collecting more targeted and useful 

data, which will in turn allow expansion of this model, more detailed projections and thus more evidence-

based interventions.  

 

Keywords: System Dynamics, Stunting, Africa, Africa Rising. 
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INTRODUCTION  

This study compares the description of finite, renewable natural resource management of two scientific 

disciplines: system dynamics and bioeconomics. System dynamics concepts introduced to this effect are the 

archetypes: limits to growth and tragedy of the commons. The archetypes are combined to create an aggregate 

causal loop diagram of the fisheries sector. The same concepts are explained using bioeconomics in the form 

of sustainable yields. How population age distribution influences population growth - also using fisheries as 

an example ï are also introduced using bioeconomics. The paper calls for an interdisciplinary approach as a 

means to improve future research efforts on the topic of finite, renewable natural resource management. 

 

PROBLEM STATEMENT  

There is a tendency for different scientific disciplines to work independently from each other without 

comparing their work to other, possibly related fields. According to Kuhn (1962, p. 150), ñpracticing in 

different worlds, two groups of scientists see different things when they look from the same point in the same 

directionò. Collaboration or even communication with other scientific disciplines can potentially provide 

additional insights or constructive criticism, ultimately strengthening the validity of oneôs argument through 

iterative adjustments or further research. The objective of this paper is to compare how two different 

disciplines, system dynamics and bioeconomics, consider finite, renewable natural resource management. 

The example of fisheries are used in support of this objective even though the concept is valid for finite, 

renewable natural resources in general. 

 

SYSTEM DYNAMICS METHODOLOGY  

Different archetypal system dynamics structures explain different aspects of finite, renewable natural 

resource management. The two aspects of fisheries presented are the nature of replenishment of a finite 

renewable stock, as well as the decision-making process by various stakeholders in the industry. The main 

archetypes identified to this effect are limits to growth and tragedy of the commons. The archetypes are 

combined to create an aggregate causal loop diagram of the fisheries sector. 

 

Limits to growth archetype 

Natural resources including fish and forests can be used as a perfect example of the limits to growth archetype 

found in Braun (The system archetypes, 2002), shown in Figure 1. According to Braun (The system 

archetypes, 2002), the reinforcing process of accelerating growth or expansion (the growing action in Figure 

1) will encounter a balancing process (slowing action in Figure 1) as the system limiting condition 

approaches. Braun (The system archetypes, 2002) further hypothesizes that continuing efforts produce 
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diminishing returns as the limit approaches. A practical example would be that the number of fish caught per 

fishing trip diminishes as the fish stock in the ocean depletes. There exists an equilibrium level where the 

returns are maximised without any permanent damage to the fish stock. 

 

 

Figure 1: Limits to growth archetype (Source: Jana (Limits to growth, 2009)) 

 

Tragedy of the commons archetype 

Human behaviour in terms of finite natural resource management is a fine example of Braunôs tragedy of the 

commons archetype, shown in Figure 2 (Braun, 2002). According to Braun (The system archetypes, 2002), 

this archetype can be considered if there is a causal connection between individual actions and collective 

results in a closed system. If the total activity becomes too great, commons become overloaded or depleted 

and everyone experiences diminished benefits, or a diminished gain per individual activity (Braun, 2002). A 

practical example of this would be that even though it is in each fishermanôs interest to preserve a healthy 

fish population, each party overfishes, ultimately reducing the fish population permanently, resulting in 

smaller catches for all parties involved. 

 

 

 

Figure 2: Tragedy of the commons archetype (Source: Jana (Limits to growth, 2009)) 
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Aggregate CLD of overfishing 

The aggregate CLD of overfishing, shown in Figure 3, incorporates both generic archetypes in an attempt to 

explain the overall structural problem. The CLD does not address the issue of population age distribution. 

This is because population age distribution would require an aging chain ï a topic to be covered in the next 

phase of the study. 

 

 
Figure 3: Aggregate causal loop diagram of overfishing 

 

The CLD indicates both the fish and the habitat of fish as finite, renewable resources called Fish and Ocean 

Carrying Capacity. Loops R1, R2, B1 and B2 are indicative of the limits to growth structure while the tragedy 

of the commons is shown in Loops B3 and B4. Loop R2 indicates the counterintuitive behaviour of the 

fishing industry where they increase their efforts when returns start diminishing. 

 

BIOECONOMICS METHODOLOGY  

The bioeconomics fisheries model is widely accepted as the explanation of finite, renewable natural resource 

management in the field of bioeconomics. The entire bioeconomics fisheries model consists of: 

¶ the static and dynamic versions of the Gordon-Schaefer model (An economic approach to the optimum 

utilization of fishery resources, 1953) (The economic theory of a common-property resource: the 

fishery, 1954); 

¶ a distributed-delays fleet dynamics model based on the Smith (On models of commercial fishing, 1969) 

model; 

¶ yield-mortality models; and 

¶ age-structured dynamic models (Seijo & Defeo, 1994). 
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Technical aspects regarding key concepts that overlap with the system dynamics study above are explicitly 

explained through the part of the bioeconomics fisheries model developed by Gordon-Schaefer. 

 

Sustainable yield 

The concept of sustainable yield mean can imply different things, depending on which aspect of sustainability 

is considered: environmental, economic or social. The Maximum Sustainable Yield (MSY), Maximum 

Economic Yield (MEY) and Maximum Societal Yield (MSocY) indicated in Figure 4 corresponds to each 

respective sustainability concept. 

 

Figure 4: Sustainable yield 

 

Maximum sustainable yield 

The Maximum Sustainable Yield (MSY) is the maximum level at which fish stocks can be exploited without 

long-term depletion (FAO, 2014). It is therefore the maximum point on the graph depicting the catch, 

c(effort), shown in black in Figure. 

ὓὛὣ άὥὼ ὧὩὪὪέὶὸ 

Maximum economic yield  

The Maximum Economic Yield (MEY) is the level of exploitation at which fish stocks yield the highest 

gross profit (Gordon, The economic theory of a common-property resource: the fishery, 1954). The MEY is 

therefore the point at which profit (the difference between the catch and the total cost) to be maximum. It is 

therefore the point on c(effort) that is the furthest away from the total cost, t(effort), depicted in red in Figure 

4.  

 ὓὉὣ άὥὼὧὩὪὪέὶὸὸὩὪὪέὶὸ 

Since the total cost is made up of both fixed costs, for example the cost of the boat or the rent of the boat 

parking space, as well as variable costs, for example wages or fuel (Gordon, The economic theory of a 

common-property resource: the fishery, 1954). The total cost, t(effort), is the sum of the fixed and variable 

costs, f(effort) and v(effort), shown in Figure 4 as dark green and purple respectively. The MEY can therefore 

also be defined as: 

 ὓὉὣ άὥὼ ὧὩὪὪέὶὸὪὩὪὪέὶὸὺὩὪὪέὶὸ. 
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Maximum social yield 

The Maximum Social Yield (MSocY) is the maximum level effort, and therefore the maximum level of jobs 

and short term food supply, that can be attained while still being financially sustainable (Gordon, An 

economic approach to the optimum utilization of fishery resources, 1953). It is therefore the point where the 

total catch equals the total cost in Figure 4. 

 π ὧὩὪὪέὶὸὸὩὪὪέὶὸ 

Note that since MSocY > MEY, the fish stock will continuously deplete if fished to the point of MSocY. 

MSocY is therefore not a feasible long term policy option even though it maximises the benefits for society 

in the short term in terms of job creation, food availability and nutrition. 

 

Population age distribution  

Even though this report does not include the population age distribution in the form of an aging chain, it is 

worth summarising the effect of age distribution in relation to the fish population age demographics in 

preparation for the next phase of the study. 

 

Referring to Figure 5, the green section corresponds to the scenario where the total catch rate is small enough 

relative to the current fish stock, that the stock does not become further depleted. This corresponds to the 

MSY in Figure 4. In this scenario there is no noticeable change in the age distribution among the population.  

The yellow section in Figure 5 corresponds to the scenario where the catch rate is higher than the rate at 

which the fish population can replenish its population. Over time this results in a change in population 

distribution in which fish are caught before reaching full size. In this scenario fish are still old enough to 

have reached sexual maturity and reproduce, though not enough times to keep the population size from 

reducing.  

 

 

Figure 5: Translation of age distribution to catch 

 

 

Finally, the red section in Figure 5 corresponds to the scenario where the population dynamics has been 

augmented to the extent that the stock of fish that has reached sexual maturity have been overexploited 
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completely. Fish that are then caught before they reach reproductive age, resulting in a sharp increase in rate 

of population depletion, and ultimately a total collapse of the fish population. 

 

CONCLUSIONS 

The study found that system dynamics causal loop diagramming shows causality, and polarity of each 

causality, but doesnôt show the structural relationships between variables without a running stock and flow 

system dynamics model that is beyond the scope of most qualitative studies meant to convey key concepts 

such as this one. In contrast, mathematical proficiency is a prerequisite of drawing insights from 

bioeconomics explanations that does not highlight the concept of change over time explicitly. 

 

This paper concludes that Kuhnôs sentiment is confirmed when comparing the system dynamics and 

bioeconomics approach to the topic of finite, renewable natural resource management (Kuhn, 1962, p. 150). 

Even though the same phenomenon was studied, the two disciplines produced unique, yet complimentary 

insights. This paper recommends using both methods in parallel when studying (or teaching) the concept of 

finite, renewable natural resource management. 

 

The next phase of the study is to study the issue of population age distribution on the topic of finite, renewable 

natural resource management using system dynamics modelling.  

 

Keywords: bioeconomics, causal loop diagram, finite renewable natural resource management, fisheries, system 

dynamics, Gordon-Schaefer model. 
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INTRODUCTION  

The ostrich production industry, mainly exporting leather and meat, is a significant part of livestock 

production of South Africa. In terms of the global ostrich product market, the ostrich industry of South Africa 

accounts for approximately 70% of the total supply. South Africa is regarded as the undisputed world leader 

in ostrich production (National Agricultural Marketing Council, 2003). According to the DAFF (Abstract of 

Agricultural Statistics of South Africa, 2013), South Africa accounts for approximately 70% of the global 

ostrich market. The outright majority market share implies that strong feedback between the South African 

production commodity cycle and the international product commodity cycles while other ostrich producing 

countries experience the ostrich product commodity markets as exogenous influences. Ostrich leather is 

positioned as an exclusive luxury item where itsô value is dependent on perceived scarcity, while meat is 

positioned as an every-day alternative to red meat; in their respective markets. A strong relationship exists 

between previous market supply of ostrich leather and current income from leather, while the ostrich meat 

income is considered to be largely unaffected by market supply of ostrich meat. 

 

PROBLEM STATEMENT  

The ostrich production sector shows a tumultuous development over time despite being both endogenous to 

the international ostrich product commodity cycle and playing a prominent role in the South African animal 

production sector. The industry does not seem to learn from its boom and bust production development and 

many ostrich producers suffer big financial losses that often result in them leaving the industry on a cyclical 

basis. The primary reference mode in Figure  shows the continuous boom and bust cycles in the historical 

development of the ostrich slaughter rate in South Africa. 
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Reference Mode: Ostrich Slaughter Rate 

 

Figure 1: Historical development of ostrich slaughter rate in South Africa (source: National Agricultural 

Marketing Council, (Report on the investigation into the effects of deregulation on the South African ostrich 

industry, 2003); Lareman, (Ostrich slaughter rates, 2015)) 

 

The boom and bust behaviour of the ostrich industry has social, economic and environmental implications 

for South Africa. Social implications of the boom and bust cycles are the lack of job security and income 

stability within the ostrich industry as a whole, including any up-stream value adding activity, as well as the 

absence of skills-development and career growth required for empowerment. Economic implications include 

loss in gross domestic production, increased levels or unemployment and accumulation of debt from farm 

foreclosures. The primary environmental concern regarding ostrich production is the damage of the unique 

fynbos area of the Klein Karoo if ostriches are kept in large camps. Ostriches are mostly fed using the feedlot 

system meaning no grazing is intended however, larger birds are prone to vandalise the fynbos due to 

boredom. 

 

In addition to having social, economic and environmental implications, instability in the ostrich production 

industry has serious repercussions for the industry itself. Industry repercussions include logistical and 

distribution problems, product inconsistency, ineffective market development, weak institutional support, as 

well as loss of experience, knowledge and business networks.  

 

RESEARCH OBJECTIVES, QUESTIONS AND POLICY DISCUSSIONS 

Sterman (Business Dynamics: Systems Thinking and Modeling for a Complex World, 2000) considers a 

clear purpose to be the single most important element of a successful modelling study. The primary research 

objectives of the study are listed below. 

¶ Development of a system dynamics model named Ostrich Industry Model of South Africa (OIMSA) 

that represents the ostrich production industry of South Africa, 

¶ To ultimately use OIMSA to assess the impact of a change in individual exogenous elements identified 

as affecting the ostrich production industry of South Africa, and 

¶ To ultimately use OIMSA as a tool in assessing the impact of various policies.  
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From the research objectives, the following research questions are formulated to guide this research. 

¶ What is the underlying structure of the ostrich production industry of South Africa causing the 

behaviour exhibited in Figure 1? 

¶ Which exogenous elements impact the ostrich production industry of South Africa, and what is the long 

term and short term impact of each exogenous element identified? 

¶ What is the long term and short term impacts of potential policies? 

 

Potential policy discussion topics regarding the South African ostrich production industry have been 

identified from the problem as stated above. 

¶ The long term industry focus: either leather or meat. 

¶ The inclusion of new entrant black farmers. 

¶ Transitioning from the current flock breeding production system, to the small camp production system 

(National Agricultural Marketing Council, 2003). 

¶ The introduction of carbon tax on all livestock (relative to the amount of carbon emissions produced). 

¶ The introduction of water tax on all irrigated crops (implying an additional tax on ostrich feed).  

 

This paper builds on Duminy (Understanding the Boom and Bust Cycles of Ostrich Production in South 

Africa using System Dynamics, 2015), focussing mainly on results and policy discussions.  

 

BACKGROUND  

This study provides the first contribution to systems thinking analysis of the ostrich production industry in 

South Africa. The analysis, in the form of a system dynamics model, proposes a causal loop diagram, as well 

as a stock and flow diagram that represent the structure of the ostrich production industry of South Africa. 

The livestock model was set within a different socio-economic environment, as well as a different type of 

commodity market, to that of the well-known hog cycle proposed by Meadows (Dynamics of Commodity 

Production Cycles, 1970).  

 

The model, known as the Ostrich Industry Model of South Africa (OIMSA), assumes that ostrich producers 

base their decision in terms of future production amounts on the gross profit margin per ostrich, mainly 

influenced by income from leather, income from meat, as well as the production cost. The model forecasts 

future production size and income received from each commodity, in addition to replicating historical 

behaviour. The causal loop diagram, shown in Figure , is introduced and discussed in Duminy 

(Understanding the Boom and Bust Cycles of Ostrich Production in South Africa using System Dynamics, 

2015). 
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Figure 2: Aggregate causal loop diagram (Duminy, 2015) 

 

KEY RESULTS 

OIMSA is able to produce baseline, equilibrated (out of first principles), and open system model outputs. An 

open system is a system with no feedback (Sterman, 2000). A dynamic system can become an open system 

by replacing all variables relying on feedback with their respective reference modes ï essentially making the 

input exogenous. Sectors receiving system feedback are tested as open systems to judge each individual 

sector's performance under the condition of receiving the correct input. Sterman (Business Dynamics: 

Systems Thinking and Modeling for a Complex World, 2000) refers to such a test as a partial model test and 

often performed to evaluate a system's intended rationality. A sector producing inaccurate results due to 

inaccurate input is superior to a model producing correct results from incorrect input. 
 

The baseline results are compared to the open system results and reference mode parameters. All key 

indicators, namely Ostrich Slaughter Rate, Producer Leather Price per Ostrich in Rand and Producer Meat 

Price per Ostrich in Rand are shown in Figure 3, Figure 4 and Figure 5 respectively. The output is deemed 

satisfactory for the mainly qualitative objective of this model.  

 

Results from extensive scenario and policy analysis indicate that the only influence that can cause a 

sustainable increase in the ostrich industry size is the market size of ostrich leather. Scenarios including 

disturbances is exchange rates, changes in market demands, changes in product values, food safety concerns, 

fluctuations in production cost, as well as changes in economic climate are investigated. 
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Figure 3: OIMSA Slaughter Rate (Reference Mode source: National Agricultural Marketing Council, (Report 

on the investigation into the effects of deregulation on the South African ostrich industry, 2003); Lareman, 

(Ostrich slaughter rates, 2015)) 

 

 

 
Figure 4: OIMSA Leather Price per Ostrich in Rand (Reference Mode source: National Agricultural 

Marketing Council, (Report on the investigation into the effects of deregulation on the South African ostrich 

industry, 2003); Lareman, (Ostrich slaughter rates, 2015)) 


